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Noise- and disorder-resilient optical lattices
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We show how a dressed lattice scheme can provide control over certain types of noise for atomic quantum
gases in the lowest band of an optical lattice, removing the effects of global lattice amplitude noise to first order
for particular choices of the dressing field parameters. We investigate the nonequilibrium many-body dynamics
of bosons and fermions induced by noise away from this parameter regime, and show how the same technique
can reduce spatial disorder in projected lattice potentials.
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Cold atoms in optical lattices provide a unique setting for
studying the dynamics of many-body quantum systems based
on both control of the microscopic Hubbard Hamiltonian
via external fields and isolation of the system from the
environment [1–3]. Recent achievements include quantitative
studies of equilibrium phase diagrams and phase transitions,
and nonequilibrium phenomena such as quench dynamics [4].
Present challenges include realizing the low temperatures or
entropies required to see certain fragile many-body phases, for
example, in quantum magnetism [4–6] with the relevant energy
scale given by the exchange interactions [7–11], and minimiz-
ing decoherence sources which can lead to heating. While
recent experiments and theoretical studies have identified and
investigated spontaneous emission in optical lattices as an
example of quantum decoherence [12–14], the heating due to
residual (small) laser fluctuations has so far been unexplored.
Understanding decoherence associated with such processes
involves the study of many-body nonequilibrium dynamics,
in which the heating can depend strongly on the form of
the many-body state. Though suppression of laser noise or
mechanical noise in optical lattice setups is eventually a
technological challenge, the more general question is if we can
identify lattice setups that are immune against noise in relevant
parameter regimes. Below we address these questions for two
specific contexts. First, we study the many-body dynamics
induced by global laser intensity noise, and propose a setup
for a Hubbard model where laser noise is canceled in first order.
Second, we show that these ideas can be extended to cancel
static spatial disorder in projected optical potentials [15,16],
i.e., to flatten optical potentials.

We consider noisy optical lattices, in which the po-
tential V0(�x) + δV (�x,t) fluctuates as δV (�x,t), representing
either (i) multiplicative time-dependent noise [δV (�x,t) ≡
Vnoise(�x)δV (t)], or (ii) static disorder [δV (�x,t) ≡ δVdis(�x)].
Below, the corresponding many-body dynamics will be
treated for either single-component bosons or two-component
fermions, as described by the Hamiltonian (h̄ ≡ 1)

HB =
∑

σ

∫
d3xψ̂†

σ (�x)

[
− ∇2

2m
+ V0(�x) + δV (�x,t)

]
ψ̂σ (�x)

+
∑
σ,σ ′

∫
d3xd3x ′ψ̂†

σ (�x)ψ̂†
σ ′(�x ′)Uσ,σ ′(�x−�x ′)ψ̂σ ′(�x ′)ψ̂σ (�x).

Here, ψ̂σ (�x) is a bosonic or fermionic field operator with
component index σ , m is the particle mass, and Uσ,σ ′ (�x − �x ′)
specifies the two-body interactions.

We aim to identify setups in which the system becomes
insensitive to certain types of noise and disorder. We begin
with time-dependent noise, where the many-body Hamil-
tonian can be expressed as HB = H0 + δV (t)H1, with H0

specifying the Hamiltonian without the noise, and δV (t) the
time dependence of fluctuations, which are proportional to
H1. We will show that for some types of noise, a dressed
potential can be engineered such that in an effective single-
band Hubbard model [H0,H1] = 0, and the stochastic term
can be reinterpreted as a noise on the time parameter of
the Schrödinger equation. The system will then be resilient
against the noise, e.g., with eigenstates remaining stationary
in time and the mean energy of the system remaining
constant.

Amplitude noise in an optical lattice. We now specialize
to the case of atoms in an optical lattice in the presence of
amplitude noise on the lattice depth V = V0 + δV (t), arising
from laser intensity fluctuations. This is distinguished, e.g.,
from mechanical noise on optical elements that can give
rise to position shifts of the lattice potential. In experiments,
the noise will be associated with a noise spectrum SI (ω) =∫

dt〈δV (t)δV (0)〉eiωt , depending on the technical details of
the setup [17]. As depicted in Fig. 1, different components
of this noise spectrum will give rise to different dynamical
processes. While noise at frequencies of the order of the
band separation can give rise to interband processes in which
particles are transferred to higher Bloch bands, noise at lower
frequencies of the order of the tunneling parameter J and
on-site interaction strength U will give rise to intraband
heating for atoms within the lowest band. We note that for
relevant frequency scales, intensity fluctuations on the lattice
beams give rise to global noise on the lattice potential (as
the fluctuations are much slower than the time for light to
propagate across the system).

When the noise is weak for interband processes (e.g.,
the spectrum is dominated by 1/f low-frequency noise), the
evolution of atoms in the lowest Bloch band is governed to
first order by a stochastic model for intraband heating (see the
Supplemental Material [18] for more details on the validity of

051605-11050-2947/2012/86(5)/051605(5) ©2012 American Physical Society

http://dx.doi.org/10.1103/PhysRevA.86.051605


RAPID COMMUNICATIONS

PICHLER, SCHACHENMAYER, SIMON, ZOLLER, AND DALEY PHYSICAL REVIEW A 86, 051605(R) (2012)

(a) (b)

FIG. 1. (Color online) (a) Laser intensity fluctuations give rise
to amplitude noise on an optical lattice potential which can produce
different heating processes depending on the intensity noise spectrum
SI (ω). (b) Noise with frequencies of the order of Bloch band
separations can give rise to interband transitions (red/gray arrow),
while processes with frequencies of the order of J and U will give
rise to intraband heating (blue/dark gray arrows).

this model),

i
d|ψ〉
dt

=
[
H (J,U ) + H

(
dJ

dV
,
dU

dV

)
δV (t)

]
|ψ〉, (1)

where for bosons H (J,U ) is the Bose-Hubbard model

H (J,U ) = −J
∑
〈i,j〉

b
†
i bj + U

2

∑
i

b
†
i b

†
i bibi +

∑
i

εib
†
i bi .

The Schrödinger equation (1) describing the dynamics is a
multiplicative stochastic differential equation (SDE) [19,20].
Here, bi is the bosonic annihilation operator for an atom on
site i, and the external trapping potential is given by εi . We
will initially set εi = 0, before returning to the trapped case
below.

As noted above, the system will be resilient against noise
if H0 = H (J,U ) and H1 = H (dJ/dV,dU/dV ) commute.
This happens if U/J does not change with the lattice depth,
d(U/J )/dV = 0, or equivalently

ξ ≡ 1

J

dJ

dV
− 1

U

dU

dV
= 0, (2)

which defines a parameter space of sweet spots. In a typical
experimental setup, where the lattice is generated by two coun-
terpropagating beams, we have dJ/dV < 0 and dU/dV > 0
(and U,J > 0) as an increase in the lattice depth increases
tunnel barriers and confines the atoms more tightly on each
site [3], so that the noise is anticorrelated on J and U .
Below we present a lattice setup where the relative noise on
J and U can be controlled so that ξ = 0. We then analyze
in detail the many-body dynamics due to residual heating
mechanisms away from ξ = 0, arising either from an imperfect
implementation of the noise-resilient lattice, or in a typical
optical lattice. Finally, we discuss how the the dressed lattice
scheme can also be used to remove disorder in projected optical
lattices.

Dressed lattice setup to engineer sweet spots. A correlated
noise regime with ξ = 0 can be obtained with the dressing
scheme depicted in Figs. 2(a) and 2(b). We consider two
internal atomic states, a primary state |g〉, trapped in a
blue-detuned optical lattice, and an auxilliary state |h〉, trapped
in a red-detuned optical lattice produced by the same laser.
This can be achieved, e.g., by tuning the laser in the middle
of the fine-structure splitting of an alkali atom [21,22], or by
using antimagic wavelength lattices for alkaline-earth atoms
[23–25]. The states |g〉 and |h〉 are then coupled to produce
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FIG. 2. (Color online) (a) Schematic plot showing coupled
internal states used to create dressed lattices for noise or disorder
suppression. Two long-lived states |g〉 and |h〉 have far-detuned
optical lattices created from the same laser (i.e., with identical
intensity fluctuations). (b) These internal states are coupled to give rise
to a dressed lattice. If the lattice for |g〉 is blue detuned, and the lattice
for |h〉 red detuned (as indicated by the dashed lines, showing the
energy at zero ac-Stark shift), then when the lattice depth increases,
the effective detuning decreases, allowing for a larger admixture
of |h〉, and hence an increase in the effective tunneling rate of the
dressed atoms. (c) Correlation parameter ξ for different detunings
and couplings in an isotropic three-dimensional (3D) lattice of depth
V = 7ER along each dimension. (d) Reduction of disorder, shown as
the absolute value of the multiplication factor |f (p,q)| from Eq. (5)
for a 3D lattice with V = 7ER , plotted along the lines of symmetry of
the first Brillouin zone, i.e., connecting the points � = (0,0,0),X =
(π/a,0,0),R = (π/a,π/a,π/a), and M = (0,π/a,π/a), computed
from coupling the lowest Bloch bands.

the dressed lattice. As shown in Fig. 2(b), this coupling (with
coupling constant 
gh and detuning �) effectively gives rise
to an additional tunneling mechanism for the |g〉 atoms to
move between sites, via a virtual coupling to the state |h〉. A
small increase in lattice depth will shift the effective detuning
of this coupling, because the energy levels in the red-detuned
lattice shift ∝ −(V + δV ), whereas those in the blue-detuned
lattice shift ∝ √

V + δV . Thus, if the detuning is chosen
appropriately, a small increase in lattice depth can lead to
a decrease in the effective detuning, and hence an increase in
tunneling due to coupling via the state |h〉. For an appropriate
parameter choice, this will more than compensate for the
decrease in bare tunneling for |g〉, so that dJ/dV > 0.

As shown in the Supplemental Material [18], we can always
find appropriate values for 
gh and � for typical lattice depths
V , and define effective Hubbard model parameters Ueff and
Jeff for the dressed lattice scheme. In Fig. 2(c), we give an
example for V = 7ER (with ER = h̄2k2/2m), plotting ξ as a
function of 
gh and �, and demonstrating a line of parameter
values where ξ = 0 is exactly fulfilled. For any depth, we
require Ueff < 
gh,�, but 
gh,� can be comparable to the
energy gap between Bloch bands ω. Using larger � makes the
scheme more robust, e.g., against magnetic field fluctuations
that could shift the effective detuning between |h〉 and |g〉.
We also note that the coupling 
gh can be produced by an rf
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generator for alkali atoms or a clock laser for alkaline-earth
atoms [23], which should not add extra noise to the system.

Nonequilibrium stochastic dynamics and heating for cor-
related and anticorrelated noise. Let us now consider the
many-body dynamics away from ξ = 0. In the limit of white
noise on V , 〈δV (t)〉 = 0, 〈δV (t)δV (t ′)〉 = Sδ(t − t ′), Eq. (1)
becomes a Stratonovich SDE [19,20], and we can compute the
mean energy increase in the system,

〈Ḣ 〉 = S

2

(
1

J

dJ

dV
− 1

U

dU

dV

)2

〈[[HJ ,HU ] ,HJ ]〉, (3)

where HJ = −J
∑

〈i,j〉 b
†
i bj and HU = (U/2)

∑
i b

†
i b

†
i bibi

denote the kinetic and interaction energy terms in the Bose-
Hubbard model. We therefore see that the mean rate of energy
increase in this limit grows as ξ 2 away from the sweet spots,
and is proportional to the number of particles N (as the
commutators are local in space).

It is possible to study many-body dynamics in the presence
of noise for varying noise statistics and correlations. We
take the example of white noise and propagate Eq. (1) as a
many-body SDE using time-dependent density-matrix renor-
malization group (t-DMRG) methods for a one-dimensional
(1D) system [26–29], sampling over noise realizations. We
parametrize the correlations between the noise on J and U by
θ and λ as

√
S(dU/dV )/U = λ sin2(θ ) and

√
S(dJ/dV )/J =

λ cos2(θ ) for 0 � θ < π/2;
√

S(dJ/dV )/J = −λ cos2(θ ) for
π/2 � θ < π . The usual anticorrelated case corresponds to
θ > π/2, and the sweet spot ξ = 0 of Eq. (2) to θ = π/4.
In Fig. 3(a) we plot the rate of energy increase starting in
a Mott insulator (MI) or superfluid (SF) ground state as a
function of θ , keeping the sum of the relative noise on J and
U terms constant. In agreement with Eq. (3), we observe that
for anticorrelated noise (θ > π/2), the rate of energy increase
depends only on S, and not on θ , whereas for correlated noise
(θ < π/2) we observe a quadratic increase in the heating
rate around the sweet spot. The effects of classical noise are
significant for both MI and SF states.

In Fig. 3(a) we also show the heating in the presence of a
harmonic trapping potential originating from a slowly varying
mean intensity of the lattice (with corresponding noise). When
such a trapping potential is included in H0, it is no longer
possible to fulfill the condition [H0,H1] = 0 exactly. However,
for typical values of the trapping frequencies the residual
heating is extremely small at ξ = 0, and in Fig. 3(a) is over
two orders of magnitude smaller than for anticorrelated noise.

For the Mott insulator state, the noise produces correlated
particle-hole pairs that spread through the system as a function
of time. This is shown in Fig. 3(b), where we plot parity-
parity correlation functions Ck(t) = 〈ŝl ŝl+k〉 − 〈ŝl〉〈sl+k〉 with
ŝl = exp[iπ (n̂l − 1)], which can be measured in experiments
with a quantum gas microscope [30,31]. Initially, the nearest-
neighbor parity-parity correlations are strongest, resulting
from virtual tunneling of particles to neighboring sites with an
amplitude J/U . The amplitude noise produces real particle-
hole excitations, which transfer initially to next-neighbor sites
and then spread through the system, while the nearest-neighbor
correlation functions decrease monotonically, as shown in
Fig. 3(c). For weakly interacting superfluid states, the heating
is traced to creation of pairs of Bogoliubov excitations, leading
to a decrease in the condensate fraction [32], and energy
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FIG. 3. (Color online) (a) Short-time (tJ � 2) heating rates of
superfluid (U = 2J ) and Mott insulator states (U = 6J ) in 1D
as a function of the relative magnitude of noise on J and U , θ .
Results are from linear regression over 500 t-DMRG trajectories in a
system with M = 30 sites and N = 30 particles with open boundary
conditions. In both cases heating is strongly suppressed in the vicinity
of the sweet spot at θ ∼ 0.25π (expanded in the inset). Dashed
lines show results in the presence of a harmonic trap with εi/J =
0.0356i2,

√
S(dεi/dV )/εi = 5 × 10−3J −1/2, and N = 30 (t-DMRG

bond dimension D = 100). (b), (c) The effect of amplitude noise on
parity-parity correlations on an initial Mott insulator state (U = 6J ),
with anticorrelated noise θ = 0.75π . (b) Short-time evolution for
a single noise trajectory with M = 30 (t-DMRG bond dimension
D = 200). (c) Long-time evolution of these correlations calculated
for M = 10 sites averaged over 1000 noise trajectories. (For all parts,
λ = 0.02J −1/2, time step �t = 10−2/J .)

increase per particle at a rate Ė/N ≈ Sξ 2zJU 2n̄, where z

is the number of nearest neighbors and n̄ is the filling factor.
We observe similar behavior for a Fermi Hubbard model,

HFH = −J
∑
〈i,j〉

c
†
i,σ cj,σ + U

∑
i

c
†
i↑ci↑c

†
i,↓ci,↓, (4)

where ci,σ is a fermionic annihilation operator for a particle in
state σ ∈ {↑ , ↓} on site i. In Fig. 4 we plot a similar analysis
to Fig. 3(a), beginning in the ground state for U � J at
half filling, where the state exhibits antiferromagnetic order
[7] (which in 1D is characterized by algebraically decaying
antiferromagnetic correlations). The heating mechanism here
involves excitations above the underlying Mott insulator
state, and we again see that the noise here is also robustly
suppressed around the sweet spot, as in the bosonic case. In a
mean-field approximation, the heating rate per particle is given
by Ė/N ≈ Sξ 2UzJ 2.

Removal of spatial disorder. Another application of the
dressed lattices is to flatten spatial disorder as it arises in
projected lattices [15,16] and other slowly varying, shallow
potentials, by choosing � and 
gh such that dεeff/dV = 0.
While disorder is interesting in its own right [33,34], in
projected lattice setups it arises as spatial intensity variations
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FIG. 4. (Color online) Heating rates around the sweet spot for a
two-species Fermi-Hubbard model in 1D, with an initial antiferro-
magnetic ground state with interspecies interaction U = 10J . The
noise is parametrized as in Fig. 3. The solid lines show a system with
M = 30, and 15 particles of each species, the dashed lines a trapped
case with εi/J = 0.015i2, and 20 particles of each species.

due to imperfections in the imaging system, and is a challenge
for producing homogeneous trap regions. If we transform
the Hamiltonian into a quasimomentum representation, then
by considering the coupling between the lowest bands in
the lattice for |g〉 and |h〉 we can show that the disorder
Hamiltonian HD = ∑

p,q δεg(q)a†
p+q,gap,g (where ap,σ is a

bosonic annihilation operator for a particle with internal state
σ and quasimomentum p) becomes an effective disorder in
the dressed lattice

HD →
∑
p,q

δεg(q)f (p,q)a†
p+q,−ap,−, (5)

with σ = − indicating the lower-energy dressed state.
That is, the “disorder” is multiplied by the factor f (p,q).
In Fig. 2(d) we show |f (p,q)| computed for an isotropic
3D lattice, and plotted along the lines of symmetry in the
Brillouin zone. The suppression works well for disorder
varying slowly on the scale of a lattice site, i.e., |q| is not too
large, or if the quasimomentum of the state |p| is not too large.
For disorder of the scale of two sites, there is a reduction
of the disorder by a factor greater than 2, and for the small
quasimomentum states that are typically most affected by the
disorder potential, the reduction can be more than an order of
magnitude.

Summary and outlook. We have presented a dressing
scheme that can be used to suppress either amplitude noise or
disorder arising from spatial intensity fluctuations for atoms
in the lowest band of an optical lattice. This scheme works for
bosons and fermions, and could be used as a tool for studies of
nonequilibrium many-body dynamics driven by noise [35,36].
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