Atomic Color Superfluid via Three-Body Loss
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Large three-body loss rates in a three-component Fermi gas confined in an optical lattice can dynamically prevent atoms from tunneling so as to occupy a lattice site with three atoms. This effective constraint not only suppresses the occurrence of actual loss events, but stabilizes BCS-pairing phases by suppressing the formation of trions. We study the effect of the constraint on the many-body physics using bosonization and density matrix renormalization group techniques, and also investigate the full dissipative dynamics including loss for the example of 6Li.

Recent developments in the experimental control of degenerate Fermi gases with cold atoms [1] have paved the way for the study of three-component Fermi mixtures of different species or internal states [2]. For attractive two-body interactions, these systems offer a chance to observe competition between an atomic color superfluid phase, which has a BCS pairing of different components, and a phase of trions, formed of three atoms of different color [3–6]. In a broader context, color superfluids appear in different forms, e.g., in QCD [7]. A key feature of current atomic physics experiments, though (e.g., with lithium), is the large three-body loss rate observed in these mixtures [2]. Here we discuss how these high loss rates, which are normally undesirable, can give rise to an effective three-body hard-core constraint [8–11] when the gas is loaded into an optical lattice [12]. This constraint would stabilize the system, suppressing three-body occupation of lattice sites, and thus actual loss events. Moreover, trion formation will also be suppressed, enhancing pairing phases such as the atomic color superfluid.

Below we analyze this process quantitatively, focusing on a 1D system. This focus allows us (i) to compute the phase diagram in the presence of a constraint by combining Tomonaga Luttinger liquid (TLL) bosonization techniques with density matrix renormalization group (DMRG), and then (ii) to make quantitative predictions for the full nonequilibrium dynamics for realistic experimental parameters by combining time-dependent DMRG methods [13] with quantum trajectories techniques [8]. The consequences of the constraint are particularly striking in 1D because when all two-body interactions are attractive, the atomic color superfluid (ACS) phase is normally absent in the absence of the constraint (in fact BCS correlations decay exponentially). Instead, competition is observed between a charge-density wave (CDW) and a phase with symmetric (on-site) trions (ST) [4] [see Fig. 1(a)]. We show that the constraint prevents ST formation and produces an ACS phase with dominant, algebraically decaying BCS-pairing correlations. This competes with a CDW and off-site trions (OT) [see Fig. 1(b)].

A three-component Fermi gas in the lowest band of an optical lattice is described by the Hamiltonian ($\hbar = 1$)

$$H_U = -\sum_{\langle i,j \rangle, \sigma} J_{\sigma}(c_{i,\sigma}^\dagger c_{j,\sigma} + H.c.) + \sum_{i, \sigma} U_{\sigma} n_{i,\sigma} n_{i,\sigma+1},$$

(1)

where $\langle i, j \rangle$ denotes a sum over neighboring sites, $c_{i,\sigma}^\dagger$, $c_{i,\sigma}$ are fermionic operators with a species index $\sigma = 1, 2, 3$, $m_{i,\sigma} = c_{i,\sigma}^\dagger c_{i,\sigma}$, $J_{\sigma}$ are the tunneling amplitudes, and $U_{\sigma}$ are the on-site interaction energy shifts. In the following, we will consider balanced densities $\bar{n}_{\sigma} = \bar{n}/3$ for total mean number density $\bar{n}$, and in typical realizations we will have equal tunneling amplitudes $J_{\sigma} = J$. This model is valid in the limit $J_{\sigma}, U_{\sigma} \bar{n} \ll \omega$, with $\omega$ the energy separation between the lowest two Bloch bands.

![FIG. 1 (color online). Qualitative phase diagram for attractive interactions $U < 0$ and equal populations $\bar{n}/3$ of each component in a three-component 1D Fermi gas. These are shown in the SU(3) symmetric case (where all pairwise interactions between different components are of equal strength), (a) without and (b) with a three-body hard-core constraint arising from three-body loss. The unconstrained case is characterized by competition between symmetric (on-site) trions (ST) and a charge-density wave (CDW). The hard-core constraint suppresses trion formation, stabilizing BCS pairing in an atomic color superfluid (ACS), which competes with a CDW and off-site trions (OT).](image-url)
Three-body recombination will result in decay into the continuum of unbound states, i.e., loss from the optical lattice. The decay dynamics can be described by a master equation in which loss occurs from a single site occupied by three atoms at a rate $\gamma_3$ [8],

$$\dot{\rho}^{(N)} = -i[H_{\text{eff}}\rho^{(N)}] - \rho^{(N)}H_{\text{eff}}^\dagger + \gamma_3 \sum_i t_i \rho^{(N+3)} t_i^\dagger,$$

where $\rho^{(N)}$ is the system density operator for a total number of $N$ atoms, $t_i = c_{i,1} c_{i,2} c_{i,3}$, and the effective Hamiltonian is $H_{\text{eff}} = H_U - i\gamma_J t_i/2$. If we begin with an initial state not involving three-body occupation, then via a mechanism analogous to the quantum Zeno effect, a large loss rate $\gamma_3 \gg J$ will suppress coherent tunneling that would produce triply occupied sites. For large $\gamma_3/J$, loss occurs at an effective rate that decreases as $J^2/\gamma_3$ in second-order perturbation theory. Therefore, on a time scale $\sim \gamma_3/J^2$ where loss can be neglected, the system dynamics is described by the constrained Hamiltonian

$$H_C = \mathcal{P} H_U \mathcal{P}, \quad \mathcal{P} = \prod_j \mathcal{P}_j = \prod_j (1 - m_{j,1} m_{j,2} m_{j,3}),$$

where $\mathcal{P}$ is a projector onto the subspace of states with at most two atoms per site.

Overview.—Below we first compute the ground state of $H_C$ and determine the phase diagram in the presence of a perfect constraint. We treat both the SU(3) symmetric case where all interaction constants are equal (as could be realized, e.g., with nuclear spin states in alkaline earth atoms [14]), and the case where interactions are unequal (as is typical in lithium experiments at low magnetic fields [2]). We then return to the full picture of the nonequilibrium dynamics by computing time evolution under the master equation. This both allows us to test the assumption that loss probabilities are small on relevant experimental time scales, and to investigate time-dependent preparation of states. In particular, we investigate the production of an ACS state for the case of $^7$Li for typical experimental parameters.

Determining the phase diagram.—In 1D, the phase diagram is determined by identifying the dominant order in the system in different parameter regimes. To do this, we consider the behavior of correlation functions, and determine which is the strongest at long distances [15]. The orders shown in Fig. 1(b) are the following: CDW for which we compute the correlation function $C_2(x) \propto \langle n_{i+1} n_i \rangle$ of the total density operator $n_i = \sum_a m_{i,a}$, ACS with BCS correlations $P_\alpha(x) \propto \langle d_{i\sigma}^\dagger d_{i+1\sigma} d_{i+1\sigma}^\dagger d_{i\sigma}^\dagger \rangle$ and OT with $\langle P_\alpha(x) \rangle \propto \langle n_{i+1\sigma} n_{i\sigma} \rangle$ with $n_{i\sigma} = d_{i,\sigma}^\dagger d_{i,\sigma}$. Below we determine the behavior of these correlation functions via bosonization and DMRG methods, determining whether the exponent is algebraic or logarithmic, and calculating decay exponents $D_{\text{CDW}}$, $D_{\text{ACS}}$, and $D_{\text{OT}}$ in the case of the latter.

Bosonization formalism for the constrained Hamiltonian.—In order to apply the bosonization formalism we identify an exact mapping of the constrained fermionic Hamiltonian $H_C$ to an unconstrained fermionic Hamiltonian which automatically respects the constraint, at the expense of including higher order interactions. We introduce projected operators $d_{i\sigma}^\dagger = (\prod_j \mathcal{P}_j) c_{i,\sigma}^\dagger$, $d_{i\sigma} = (\prod_j \mathcal{P}_j) c_{i,\sigma}$, entirely in terms of which we express the Hamiltonian. We verify (i) that the operators $d_{i\sigma}$ obey fermionic commutations on the subspace where at most two atoms occupy any site, and that (ii) the Hamiltonian has vanishing matrix elements in the space with occupations greater than two and (iii) acts as zero on any state in this latter space. Thus, we arrive at a fermionic Hamiltonian with built-in constraint, which we analyze with standard bosonization techniques. Here we summarize the results, with the calculations presented in more detail in a forthcoming work [16]. We introduce three bosonic fields $\phi_a(x)$ related to the continuum version of $(d_{i\sigma}^\dagger, d_{i\sigma})$, from which we can construct a Hamiltonian by taking the linear combinations $\phi_1 = (\phi_1 + \phi_3)/\sqrt{2}$, $\phi_2 = (\phi_1 - \phi_3)/\sqrt{2}$ and $\phi_3 = (\phi_1 + \phi_2 - 2\phi_3)/\sqrt{6}$, which represent the spin sectors. If we define TLL parameters $K_a$ and conjugate momentum fields $\Pi_\alpha$ corresponding to each field $\phi_\alpha$ ($\alpha \in \{c, s, 1, 2\}$), we then obtain

$$H = \sum_{\alpha = c, s, 1, 2} \left[ \frac{v}{2} K_a \Pi_\alpha^2 + \frac{1}{K_a} (\partial_x \phi_\alpha)^2 \right] - \frac{2 g_{ss}}{a^2} \cos(x) \cos(\sqrt{2} \phi_1) \cos(\sqrt{5} \phi_2) - \frac{g_c}{a^2} \cos(\sqrt{8} \phi_3),$$

where $v = 2aJ \sin(\pi \bar{n}/3)$ is the Fermi velocity, $a$ is the lattice spacing. The coefficients $g_{ss}$ and $g_c$ exhibit nontrivial dependence on $U/J$ and $\bar{m}_\sigma$, as do $K_a$.

The dependence of the decay exponents for different orders on $K_a$ can be extracted from the formalism, and by expanding $K_a$ in the weak interaction limit we obtain also the dependence on $U/J$ and $\bar{n}$. We will present these formulas, which are not very compact, in a longer article [16]. The key results are summarized in the paragraph below, and are benchmarked against values extracted from numerical simulations in Table I.

Phase diagram from bosonization.—For comparison, the qualitative phase diagram for attractive interactions $U_a < 0$ in the absence of the hard-core constraint is depicted in Fig. 1(a). There are two phases, one with symmetric (on-site) trion (ST) order and the other with CDW order, which actually cross over into one another, the transition line marking where algebraic decay is equally strong. This was previously studied for equal attractive interactions using a combination of the TLL formalism and DMRG methods [4]. In a wide region near the SU(3) symmetric line $U_a = U < 0$, CDW is dominant for higher densities and intermediate interactions. A particular feature of this case is that a gap appears in the entire spin sector, so that in contrast to a two-species Fermi gas, ACS correlations...
decay exponentially (as do spin-density wave correlations).

In the presence of the constraint this picture changes substantially [see Fig. 1(b) with small $|U/J|$. The ST phase is suppressed by the constraint, and for most regions of the diagram the spin sector is gapless, so that all correlations decay algebraically. We observe competition between an OT, a CDW, and an ACS phase, which for equal interactions involves simultaneous pairing of all three pairs of components. The only exception to this is at low densities $\tilde{n} < 0.2$ and intermediate interactions, where bosonization results predict a second-order transition below which ACS correlations again decay exponentially and OT correlations dominate over CDW correlations. At higher densities, there is a crossover from the ACS to the CDW phase. In the case of unequal interactions, the charge sector and two spin sectors are coupled [16]. For sufficiently strong imbalance in $U_a$ a gap in the spin sector may open, so that only BCS pairing for the channel with the largest $|U_a|$ survives.

**Ground state of $H_C$ from DMRG (equal interactions).**—To underpin these results quantitatively and go beyond weak coupling, we present calculations based on DMRG methods [13]. In Fig. 2(a), we see again the striking comparison between the ACS correlations in the ground states for $H_U$ and $H_C$, which exhibit exponential decay without the hard-core constraint, and algebraic decay in the presence of the constraint. In Figs. 2(b) and 2(c) we show a comparison of the correlations corresponding to the ACS [$P_{\sigma}(x)$], CDW [$C_{\sigma}(x)$] and OT [$OT(x)$], in the ground state of the model with a three-body hard-core constraint ($H_C$). These are presented for symmetric but varying interactions from weak to strong coupling, $U/J \in [-10, -0.3]$. For increasing interactions, the values of $P_{\sigma}(x)$ become larger with respect to $C_{\sigma}(x)$, so that the ACS appears to dominate for stronger interactions. While off-site trions still show algebraic decay for $U/J \geq -2$, they are subdominant to the ACS and CDW, and they decay exponentially for $U/J \leq -5$ [Figs. 2(b)–2(d)]. This is a strong deviation from the weak-coupling bosonization results, and could indicate an instability (e.g., towards phase separation), or the appearance of a gap in the dual field of the charge sector. However, with system sizes of 40 lattice sites, we have not observed any evidence of phase separation.

Extracting the exponents of the algebraic decay of the correlation functions further confirms this picture, as shown in Table I. The constrained model sees an enhancement of ACS correlations with decreasing $U$, while CDW correlations generally decay faster as $U$ is lowered. In the weak coupling regime we also generally observe good agreement with the perturbative values of the exponents from TLL theory. In the strong coupling regime ($U/J \leq -5$) for the constrained case, the exponents $D_{ACS}$ and $D_{CDW}$ saturate, with $D_{ACS}$ taking a value compatible with the TLL prediction.

**Ground state of $H_C$ from DMRG (unequal interactions).**—In the case of asymmetric interactions we also observe an ACS pairing, but with only the two components paired that exhibit the strongest interactions. As an example, we consider the case of $^6$Li, where in Fig. 3(a) we plot the Hamiltonian parameters as a function of magnetic field strength near 500–700 G for a fixed lattice depth. From the pairing correlations shown in Fig. 3(b), we see that at 500 G, the only algebraically decaying correlations are those corresponding to components 1 and 3, which have the strongest interparticle interaction.

**Time-dependent preparation of an ACS phase with $^6$Li.**—Considering this example, we now return to the

---

**TABLE I.** Exponents for algebraic decay of correlations, computed for ground states in a system of 40 lattice sites with $\tilde{m}_2 = 0.2$ by fitting a power law to the periodic peaks of the correlations (see Fig. 2). Errors are given in parentheses, analytic values in the weak-coupling limit are given to the right of slashes. We observe competition between the ST, a CDW, and an ACS phase, which for equal interactions involves simultaneous pairing of all three pairs of components. The only exception to this is at low densities $\tilde{n} < 0.2$ and intermediate interactions, where bosonization results predict a second-order transition below which ACS correlations again decay exponentially and OT correlations dominate over CDW correlations. At higher densities, there is a crossover from the ACS to the CDW phase. In the case of unequal interactions, the charge sector and two spin sectors are coupled [16]. For sufficiently strong imbalance in $U_a$ a gap in the spin sector may open, so that only BCS pairing for the channel with the largest $|U_a|$ survives.

<table>
<thead>
<tr>
<th>$U/J$</th>
<th>$D_{ACS}$</th>
<th>$D_{CDW}$</th>
<th>$D_{OT}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>1.71(0.02)/2.04</td>
<td>1.39(0.02)/1.95</td>
<td>3.3(0.3)/3.00</td>
</tr>
<tr>
<td>0.6</td>
<td>1.66(0.02)/2.03</td>
<td>1.40(0.03)/1.96</td>
<td>3.3(0.3)/3.00</td>
</tr>
<tr>
<td>1</td>
<td>1.60(0.02)</td>
<td>1.40(0.03)</td>
<td>3.1(0.4)</td>
</tr>
<tr>
<td>2</td>
<td>1.4(0.2)</td>
<td>1.4(0.1)</td>
<td>3.0(0.4)</td>
</tr>
<tr>
<td>5, 8, 10</td>
<td>1.4(0.4)</td>
<td>1.4(0.3)</td>
<td>exp</td>
</tr>
</tbody>
</table>
on-site trions become energetically favored (we choose [shown in Fig.3(c)] are the following: (i) it is the magnetic field to 500 G. The characteristics of the ramp of loss. We then consider a time-dependent ramp of lattice sites, described in [8]. We assume that the lattice is initially loaded 24 lattice sites by combining time-dependent DMRG [see Fig.3(a)] will stabilize the system in the the ground state of \( E_C \) at \( B = 500 \text{ G} \), computed for a system of 30 lattice sites, \( m_\sigma = 1/2, \sigma = 1, 2, 3 \). The dash-dotted line shows \( P_2(x) \), dashed line \( P_1(x) \), dotted line denotes \( P_3(x) \). As \( U_3 < U_2 \ll U_1 \), we see 1–3 pairing dominate, with all other pairing exponentially suppressed. (c) Left scale, dashed line: Magnetic field \( B(t) \) for the ramp. Right scale, solid line: Probability of no three-body loss having occurred at time \( t \). (d) ACS correlations after the time-dependent ramp of the magnetic field shown in (c), beginning from the ground state at 615 G, with \( m_\sigma = 0.167 \), on 12 sites.

full time-dependent dynamics including three-body loss, in order to demonstrate a method to produce these ACS states in \(^6\text{Li}\). We simulate the many-body master equation on 12–24 lattice sites by combining time-dependent DMRG methods with quantum trajectories techniques, as described in [8]. We assume that the lattice is initially loaded at a magnetic field of 615 G, where the repulsive interactions [see Fig. 3(a)] will stabilize the system in the presence of loss. We then consider a time-dependent ramp of the magnetic field to 500 G. The characteristics of the ramp we choose [shown in Fig. 3(c)] are the following: (i) it is adiabatic until 565 G, where the components 2 and 3 become paired, (ii) it is fast from 565 – 500 G, where on-site trions become energetically favored (\( \sum_\alpha U_\alpha < U_2 \)) and where for fields larger than 520 G, \( \gamma_3 \) is too small to prevent triple occupation [see Fig. 3(a)], and (iii) after a hold time \( T_{h,1} = 16 J^{-1} \) we add a swap between species 1 and 2 via a fast laser pulse at the end of the ramp, after which there is a second hold time \( T_{h,2} = 20 J^{-1} \). The ACS correlations in the final state after the swap [Fig. 3(d)] then exhibit dominant pairing between species 1 and 3, as would be expected in the ground state for the parameters of \(^6\text{Li}\) at \( B = 500 \text{ G} \) with the constraint. The other pairing channels are clearly subdominant, and trion formation is also strongly suppressed during the ramp (max\( [T(x)] = \mathcal{O}(10^{-8}) \)). The probability that no decay event occurs during the ramp shown here for 12 lattice sites is 79%.

In higher dimensions, we expect that actual losses will be suppressed on a lattice by the effect discussed here, and that the ACS phase [3] will also be stabilized due to suppressed trion formation.
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