Unitary \( n \)-designs via random quenches in atomic Hubbard and spin models: Application to the measurement of Rényi entropies
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We present a general framework for the generation of random unitaries based on random quenches in atomic Hubbard and spin models, forming approximate unitary \( n \)-designs, and their application to the measurement of Rényi entropies. We generalize our protocol presented in Elben et al. [Phys. Rev. Lett. 120, 050406 (2018)] to a broad class of atomic and spin-lattice models. We further present an in-depth numerical and analytical study of experimental imperfections, including the effect of decoherence and statistical errors, and discuss connections of our approach with many-body quantum chaos.
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I. INTRODUCTION

In a recent paper [1], we proposed a protocol to measure Rényi entropies of atomic Bose and Fermi-Hubbard [2–9] and spin [10,11] systems. The aim was to develop a measurement scheme, which can be implemented in state-of-the-art atomic-molecular-optical (AMO) [12–14] and solid-state [15,16] experiments. The key ingredient was the realization of random measurements [17] on a quantum many-body system of interest. This random measurement was realized as a two-step procedure: First, a series of random quenches was applied to the subsystem of the quantum many-body system of interest, \( A \subset S \). Second, performing single-shot readouts with a quantum gas microscope [18] allowed one to obtain the Rényi entropy of the subsystem \( A \). In contrast to previous proposals [19,20] and experiments [21,22], where Rényi entropies could be extracted from identical copies of quantum systems, the present protocol is realized with a single quantum system and is therefore immediately implementable in present one-dimensional (1D) and 2D atomic experiments with quantum gas microscopes.

While Ref. [1] outlined the basic protocol illustrated by applications, including the entropy growth in the many-body localized phase [23–27] and the measurement of an area law of entanglement in a 2D system [28], it is the aim of the present paper to elaborate on details behind the measurement scheme and extend the list of applications to model cases of interest. Specifically, this includes a detailed numerical study of the generation of random unitaries allowing the measurement of higher (\( n \))-order Rényi entropies, i.e., realizing approximate unitary \( n \)-designs [29,30], for a broad range of atomic Hubbard and spin models. We also analytically estimate, for arbitrary \( n \), the statistical errors involved in such a measurement and study the role of the experimental imperfections and decoherence. Finally, we relate the time evolution under random quenches to the thermalization dynamics of closed systems [31–36] and highlight close connections to quantum chaos [37].

The paper is organized as follows. In Sec. II, we review and generalize the protocol for measuring Rényi entropies based on random quenches. In Sec. III, we provide a detailed numerical study of the creation of approximate \( n \)-designs in atomic Hubbard and spin models. In Sec. IV, we discuss the influence of statistical errors and other sources of imperfections and estimate the necessary amount of experimental resources (number of measurements). Finally, in Sec. V, we discuss relations of our approach to random matrix theory and many-body quantum chaos.

II. MEASUREMENT PROTOCOL FOR RÉNYI ENTROPIES

In this section, we review, building on Refs. [1,17], the protocol for the measurement of Rényi entropies in atomic Hubbard or spin models. Beyond Ref. [1], we generalize our framework to incorporate random measurements of arbitrary observables and give explicit expressions to extract Rényi entropies of arbitrary order \( n \).

A. Rényi entropies

Rényi entropies are essential tools for the characterization of entanglement properties in correlated phases of quantum matter [38]. Given a state \( \rho \) in a quantum system \( S \), the Rényi entropies associated with the reduced density matrix \( \rho_A = Tr_{\bar{S}}(\rho) \) of a subsystem \( A \subset S \) are for \( n \geq 0 \) defined as

\[
S^{(n)}(\rho_A) = \frac{1}{1-n} \ln \text{Tr}(\rho_A^n).
\]

In quantum simulators, an outstanding challenge is to measure Rényi for partitions sizes \( A \) and systems where full quantum state tomography is not available or feasible [39–42]. In the following, we are interested in Rényi entropies for integer values of \( n \in \mathbb{N}_{>0} \), determined by functionals \( p_n = \text{Tr}(\rho_A^n) \) of the reduced density matrix \( \rho_A \).
Hamiltonian $H$ of (i) quantum state preparation of a many-body quantum state $\rho$, (ii) isolation of a partition $j$ that in the presence of symmetries of the quench Hamiltonian $\sigma$ corresponds to the static Hamiltonian of an $A$-dimensional system $\rho_A$, labeled by quantum numbers $\alpha = (\alpha_1, \ldots, \alpha_q)$ which correspond to a set of conserved quantities $Q_p (p = 1, \ldots, q)$, with $\{U_A, Q_p\} = 0$. The (reduced) states $\rho_A = \bigoplus_{\alpha} \rho_A^\alpha$. Step (ii) $\sum_{\alpha} \rho_A^\alpha = \rho_A$ have the same block structure due to the same conservation laws.

An observable $\mathcal{O}$ is measured on the state $U_A \rho_A U_A^\dagger$, Here, we assume that the measurement does not mix sectors corresponding to conserved quantities [see step (ii)], i.e., must resolve the quantum numbers $\alpha$ ($\{Q_p, \mathcal{O}\} = 0$ for all $p = 1, \ldots, q$). Otherwise, the observable $\mathcal{O}$ can be arbitrary. In the following, we denote the outcome of such a measurement with $s_{\alpha}$, where $\alpha$ are the associated quantum numbers, and the corresponding projector with $\mathcal{P}_\alpha$.

Finally, steps (i)–(iii) have to be repeated, first using the same random unitary $U_A$, i.e., the same series of random quenches, to obtain estimates of the probabilities $\text{Pr}(s_{\alpha}) = \text{Tr}_A[U_A \rho_A U_A^\dagger \mathcal{P}_\alpha]$ of measurement outcomes $s_{\alpha}$ and second for different random unitaries to obtain Rényi entropies from an ensemble average (see next section). We denote in the following the number of measurements per random unitary with $N_M$ and the number of random unitaries with $N_U$.

C. Extraction of Rényi entropies

1. $n$-design identities

Our goal is to infer, from an ensemble average of the outcome probabilities $\text{Pr}(s_{\alpha})$ of random measurements over the generated random unitaries, the $n$th-order Rényi entropy $S^{(n)}(\rho_A)$. For this, the generated unitaries $U_A^\alpha$ are required to realize an (approximate) unitary $n$-design; i.e., to form an ensemble that reproduces the ensemble average over the full circular unitary ensemble (CUE) for polynomials up to degree $n$ [29,30]. In particular, we use, for an estimation of the purity, the identities

$$\langle u_{m,n} u_{m',n'}^* \rangle = \frac{\delta_{m,n} \delta_{m',n'}}{N_A^{(\alpha)}}$$

and

$$\langle u_{m_1,n_1} u_{m_1',n_1'}^*; u_{m_2,n_2} u_{m_2',n_2'}^* \rangle = \frac{\delta_{m_1,n_1} \delta_{m_1',n_1'} \delta_{m_2,n_2} \delta_{m_2',n_2'} + \delta_{m_1,n_1'} \delta_{m_1',n_1} \delta_{m_2,n_2'} \delta_{m_2',n_2}}{N_A^{(\alpha)^2} - 1}$$

fulfilled in unitary 1- and 2-designs, respectively [43,44]. Here, $\langle \cdot \rangle$ denotes the average over the ensemble of (generated) random unitaries, $u$ the matrix elements of $U_A^\alpha$, and $N_A^{(\alpha)}$ the dimension of the sector $\alpha$.

On a quantum computer, approximate $n$-designs can be created via random circuits which consist of random sequences of two-qubit gates [41,45,46]. In Sec. III, we show that in atomic Hubbard and spin models, random unitaries forming approximated $n$-designs can be generated via random quenches [Eq. (2)], with an error $\epsilon$ which decreases exponentially with the number of quenches $\eta$.
2. Purity from measurements of arbitrary observables

Assuming the 1- and 2-design identities, given by Eqs. (4) and (5), we obtain, from an average of the outcome probabilities \( \text{Pr}(s_{\alpha}) = \text{Tr}_A[U_A \rho_A U_A^\dagger \rho_A^O] \), over the random unitary ensemble,

\[
\langle \text{Pr}(s_{\alpha}) \rangle = \frac{\text{Tr}[\rho_A^O] \text{Tr}[\rho_A^\alpha]}{N_A^0},
\]

\[
\langle \text{Pr}(s_{\alpha}) \rangle^2 = \frac{\text{Tr}[\rho_A^O]^2 \text{Tr}[\rho_A^\alpha]^2 + \text{Tr}([\rho_A^O]^2 \text{Tr}[\rho_A^\alpha]^2)}{N_A^0^2 - 1} - \frac{\text{Tr}[\rho_A^O]^2 \text{Tr}[\rho_A^\alpha]^2}{N_A^0^3} (\text{Tr}[\rho_A^\alpha]^2 - 1).
\]

These equations can be solved to determine \( \text{Tr}[\rho_A^\alpha] \) and, by summation over all sectors, \( p_2 = \sum \alpha \text{Tr}[\rho_A^\alpha] \), which gives access finally to \( S^2(\rho_A) \).

For example, in the Fermi-Hubbard (FH) model (see below), the conserved quantities are the total magnetization \( S_z \) and \( N \), i.e., \( \alpha = S_z, N \). An observable resolving \( S_z \) and \( N \) is the spin-resolved measurement of the local particle number with a quantum gas microscope. Given an outcome \( s_{N,S_z} = (n_1, n_1) \) of such a measurement, we find \( S_z = \sum n_i \uparrow - n_i \downarrow \) and \( N = \sum n_i \uparrow + n_i \downarrow \). The projectors are \( \rho_{s_{N,S_z}} = |n_1, n_1\rangle \langle n_1, n_1| \) with the Fock states \( |n_1, n_1\rangle \) and \( \text{Tr}[\rho_{s_{N,S_z}}] = 1 \).

3. Higher-order functionals \( \text{Tr}[\rho_A^\alpha] \)

We describe now the estimation of higher-order functionals \( p_n \), related to averages of higher-order polynomials of outcome probabilities \( \langle \text{Pr}(s_{\alpha}) \rangle \). We adopt definitions and notations from the previous section. For measurements of observables with \( \text{Tr}[\rho_A^O] \geq 1 \), the ensemble averages \( \langle \text{Pr}(s_{\alpha}) \rangle \) \((n \in \mathbb{N})\) can be evaluated by order in \( n \) using the Weingarten calculus [43,44] for \( n \) designs. An explicit formula can be given for direct measurements of occupation probabilities of basis states (\( \text{Tr}[\rho_A^O] = 1 \)) based on Isserlis’ theorem [17,47]. The evaluation of \( \langle \text{Pr}(s_{\alpha}) \rangle \) reduces then to the counting of permutations in the symmetric group \( S_n \). One finds

\[
\langle \text{Pr}(s_{\alpha}) \rangle^2 \text{Pr}(s_{\alpha}) = \frac{1}{D_n} \sum_{b_1, \ldots, b_n \in \mathbb{N}} C_{b_1, \ldots, b_n} \prod_{k=1}^n \text{Tr}[\rho_A^{\alpha k}]^{b_k},
\]

where \( D_n = \prod_{i=0}^{n-1} (\Lambda^{\alpha} + i) \), \( C_{b_1, \ldots, b_n} \) denotes the number of permutations \( \pi \in S_n \) with typ(\( \pi \)) = \( b_1^1 b_2^2 \cdots b_n^n \) and is given by [48]

\[
C_{b_1, \ldots, b_n} = \frac{n!}{b_1! b_2! \cdots b_n! b_1^1 b_2^2 \cdots b_n^n}.
\]

Knowing \( \text{Tr}[\rho_A^{\alpha k}]^{b_k} \) for \( k < n \), Eq. (8) can be solved to obtain \( \text{Tr}[\rho_A^\alpha] \). By summation over all sectors, one finds \( \text{Tr}[\rho_A^\alpha] = \sum \alpha \text{Tr}[\rho_A^{\alpha n}] \).

III. CREATION OF \( n \)-DESIGNS VIA RANDOM QUENCHES

A. General strategy

In the following, we present a numerical study of the generation of approximate unitary \( n \)-designs via random quenches in various atomic Hubbard and spin models. We extend the results on 2-designs presented in Ref. [1] for the one- and two-dimensional Heisenberg, by an analogous study in quantum Ising and Fermi- and Bose-Hubbard models and, in particular, give the details on the creation of higher-order designs and optimization of parameters. To test the \( n \)-design properties of the generated random unitaries, we choose test states \( \rho_A \) and compare the estimated functional \( \langle p_n \rangle = \langle \text{Tr}[\rho_A^n] \rangle \) (i.e., obtained using the protocol described in Sec. II with the generated set of random unitaries) with the exact value \( p_n = \text{Tr}[\rho_A^n] \). In all models, we consider partitions \( A \) consisting of \( L \) sites. For two-dimensional models, these partitions are rectangular, with \( L = L_x \times L_y \).

B. The 1D quantum Ising model and the generation of higher-order designs

Here, we study the generation of random unitaries in the quantum Ising model, which has been implemented with Rydberg atoms [7–9] and trapped ions [10,11]. We consider a unidimensional chain of \( L \) spins, where the quenches are governed by Hamiltonians,

\[
H|A\rangle = \sum_{(i,j) \in A} \frac{C_a}{a^2} \sigma_i^x \sigma_j^x + \frac{\Omega}{L} \sum_{i \in A} \sigma_i^z,
\]

with \( a \) the lattice spacing and \( u = x, 0 < \alpha < 3 (u = z, \alpha = 6) \) for the trapped-ions (Rydberg atoms) case, respectively. In the following, \( J = C_a/a^2 \) refers to the nearest-neighbor coupling. The disorder term is obtained with \( X_i = \sigma_i^z \), and the disorder potentials are drawn from a normal distribution with standard deviation \( \delta \).

In Figs. 2(a) and 2(b), we show, for a fixed quench time \( JT = 1 \), the average error of the estimated purity \( \langle p_2 \rangle \) as a function of \( JT_{\text{tot}}/L = \eta/L \), in a system consisting of \( L = 4,6,8 \) spins. In Figs. 2(c) and 2(d), we investigate the average error of the estimated higher-order functionals \( \langle p_n \rangle \) \((n = 2,3,4)\) as a function of \( JT_{\text{tot}}/L = \eta/L \), for a fixed quench time \( JT = 1 \) and system size \( L = 6 \). In all cases here, we use a pure antiferromagnetic test state and observe an exponential decrease of the error of an estimate \( \langle p_n \rangle \) \((2,3,4)\) with the number of quenches with \( JT_{\text{tot}}/L = \eta/L \) towards the statistical-error threshold (which depends on \( n \) and \( L \); see below). We find similar behavior and scalings for other test states, indicating the convergence to approximate \( n \)-designs. While the time to create approximate \( n \)-designs with fixed error rises with \( n \), we note that for these low-order designs \( n = 2,3,4, \ldots \), it is compatible with typical AMO experimental time scales.

We discuss now the optimization of the quench parameters to achieve maximum speed of convergence towards unitary \( n \)-designs. In Figs. 3(a) and 3(b), we study, for a fixed total time \( T_{\text{tot}} \), the optimization of the quench parameters \( T, \delta \). We find similar behavior as in the Heisenberg case [1], with optimal values \( J \approx \delta \approx 1/T \) when the different energy scales compete. We note that there is also an optimal
value for the power-law exponent \( \alpha \) of the interaction; cf. Fig. 3(c). This can be understood as a trade-off between low connectivity at large \( \alpha \) and the emergent symmetry at small \( \alpha \). In all panels, we use \( \Omega = \delta = J = 1/T \), \( N_U = 500 \), and \( N_M = \infty \).

### C. The 2D Fermi-Hubbard model

In the 2D Fermi-Hubbard (FH) model, we consider the static Hamiltonian

\[
H|_A = -t_F \sum_{\langle i, j \rangle, \sigma} c_{i \sigma}^\dagger c_{j \sigma} + U \sum_{i \in A} n_{i \uparrow} n_{i \downarrow},
\]

with \( t_F \) the hopping and \( U \) the interaction strength. Here, \( c_{i \sigma}^\dagger \) denote fermionic annihilation (creation) operators at lattice site \( i = (i_x, i_y) \) and spin \( \sigma \in \{\uparrow, \downarrow\} \), and \( n_{i \sigma} = c_{i \sigma} c_{i \sigma}^\dagger \). The operators associated with the disorder patterns \( A_i^\dagger \) are (spin-dependent) chemical potentials \( \lambda_{i \sigma} = n_{i \sigma} \).

For simplicity, we consider density matrices \( \rho_A \) as pure states \( \rho_A = |\psi_{N_S}\rangle \langle \psi_{N_S}| \) of a single quantum number sector \( (N, S_z) \) [50]. For the examples presented in Fig. 4, we use

\[
|\psi_{1,1}\rangle = (c_{1 \uparrow}^\dagger c_{L,1 \downarrow}^\dagger + c_{L,1 \downarrow}^\dagger c_{1 \uparrow})/\sqrt{2} |V\rangle,
\]

\[
|\psi_{2,0}\rangle = (c_{1 \uparrow}^\dagger c_{L,1 \downarrow}^\dagger + c_{L,1 \downarrow}^\dagger c_{1 \uparrow})/\sqrt{2} |V\rangle,
\]

\[
|\psi_{2,2}\rangle = (c_{1 \uparrow}^\dagger c_{L,1 \downarrow}^\dagger + c_{L,1 \downarrow}^\dagger c_{1 \uparrow})/\sqrt{2} |V\rangle
\]

(12) with \( |V\rangle \) the vacuum state. We use spin-dependent disorder potentials with \( \lambda_{1 \uparrow} = 2 \lambda_{1 \downarrow} \), which, however, differ only by a global prefactor. Here, \( \lambda_{1 \downarrow} \) is drawn from a normal distribution of standard deviation \( \delta \).

The error of the estimated purity, shown in Fig. 4(a) for \( (N, S_z) = (2, 0) \) and for different 2D partitions, decreases exponentially with the preparation time \( T_M \), reaching the statistical-error threshold at \( t_F T_M \sim 2L \). In Fig. 4(b), we represent the error for different number of unitaries \( N_U \) and different quantum number sectors \( (N, S_z) \). Note that the plateau associated with the sector \( N = S_z = 2 \) does not decrease with \( N_U \) and is thus not due to statistical errors. It originates from the fact that the FH model is a noninteracting model for this specific sector where all fermions have the same spin and thus “entangling” random unitaries cannot be created. However, for the physical examples we are interested in (for example, Fig. 1(b) in Ref. [1]), this sector is only marginally populated, leading to negligible errors in the estimated purity. In Fig. 4(c), the error of the purity is shown as a function of the quench time \( T \), while keeping the total time \( T_M = 16/t_F \) fixed. As in the Heisenberg model [1], the optimal quench time \( T_{t_F} \sim 1 \) is of the order of the hopping time. In Figs. 4(d) and 4(e), we show the optimization of the other quench parameters, the interaction \( U \), and disorder strength \( \delta \), and find optimal values being also of the order of the hopping \( t_F \).

We show in Fig. 4(f) the error of the purity estimated with random unitaries, which are created using a single disorder pattern which is switched on and off after random times \( T \rightarrow T_j \), drawn from a uniform distribution in \( [0, 2t_F] \). Note that convergence to a unitary 2-design requires a larger number of quenches compared to the case of multiple disorder patterns cf. Fig. 4(a).

### D. The Bose-Hubbard model

Finally, in the unidimensional Bose-Hubbard (BH) model with hopping \( J \) and on-site interaction \( U \),

\[
H|_A = -J \sum_{i \in A} (a_i^\dagger a_i + \text{h.c.}) + \frac{U}{2} \sum_{i \in A} n_i(n_i - 1),
\]

(13)
random quenches are created via on-site potentials $\Delta_i (X_i = n_i)$ drawn for each quench independently from a normal distribution with standard deviation $\delta$. Here, $a_i, (a_i^\dagger)$ denote bosonic annihilation (creation) operators and $n_i = a_i^\dagger a_i$ the local particle number operators. In Fig. 5, we show the error of the estimated purity for $|\psi_{2,0}\rangle$ on the error of the estimated purity for $|\psi_{1,0}\rangle$. (b) Influence of the Hamiltonian parameters $U$ and $\delta$ on the error of the estimated purity for $|\psi_{2,0}\rangle$. (f) Convergence to a 2-design with a single disorder pattern and random gate times $T_g$. Unlike stated otherwise, $N_U = 500$, $N_M = \infty$, $\delta = U = t_f$, $t_f T_g = 1$, and $(L_x, L_y) = (3, 3)$.

### IV. STATISTICAL ERRORS AND IMPERFECTIONS

The goal of this section is to present a detailed study of statistical errors and the influence of possible experimental imperfections, such as decoherence, finite detection fidelity, and limited disorder reproducibility, on the measurement of Rényi entropies via the presented protocol.

### A. Statistical errors

We first discuss statistical errors involved in the protocol presented in Sec. II. Hereby, we support the numerical findings presented in Ref. [1] with analytical considerations and extend to higher-order Rényi entropies. We aim to determine the necessary experimental resources, the number of measurements $N_M$ per random unitary and number of random unitaries $N_U$, to estimate functionals $p_n = \text{Tr}[\rho^s_A]$ ($n \in \mathbb{N}$) of a density matrix $\rho_A$ up to a given error threshold and the scaling of these errors with system size.

To determine the statistical errors, we assume that the reduced density matrix $\rho_A$ of the subsystem $A$ is defined on a Hilbert space with dimension $N_A$ in which random unitaries $U_A \in \text{CUE}(N_A)$ (or, more generally, from an exact $n$-design) can be created. We consider further first random measurements of an observable $\mathcal{O}$ with $N_O = N_A$ possible outcomes (i.e., $\text{Tr}[P_O^s]$ = 1, $\forall s$, where $P_O^s$ denote the projector corresponding to a measurement outcome $s$). Then we extend to more general observables and discuss additionally the influence of the state $\rho_A$ itself on the statistical errors.

**Finite number of measurements per unitary.** Given a fixed random unitary $U_A$, we discuss first the faithful estimation of the probability $P_r = \text{Tr}[U_A \rho_A U_A^\dagger P_O^s]$ of an outcome $s$ and its powers $P^n (n \in \mathbb{N})$ using $N_M$ measurements. In an experiment, $P_r$ is obtained by performing $N_M$ measurements on the state $U_A \rho_A U_A^\dagger$ and dividing the number of measurements, which have yielded the outcome $s$, by $N_M$. Mathematically, this is described by a random variable (an estimator) $\tilde{P}$,

$$\tilde{P} = \frac{1}{N_M} \sum_{i=1}^{N_M} 1_{s}(\tilde{X}_i) \equiv \frac{\tilde{B}(P, N_M)}{N_M}. \tag{14}$$

Here, $\tilde{X}_i$ is a random variable describing the $i$th measurement and $1_s(\tilde{X}_i) = 1$ if $\tilde{X}_i = s$ and $1_s(\tilde{X}_i) = 0$ if $\tilde{X}_i \neq s$. $\tilde{B}(P, N_M)$ denotes a random variable distributed according to binomial distribution with probability per trial $P$ and number of trials $N_M$ [52]. We note that the estimator $\tilde{P}$ is faithful, $\mathbb{E}[\tilde{P}] = P$. In contrast, the simple power $P^n$ is a biased estimator of $P^n$ for $n > 1$; it overestimates for finite
\[ N_M, \mathbb{E}[\tilde{P}_n] = P^n = O(P/N_M^2) \]. A unique faithful estimator \( \tilde{P}_n \) is constructed using an ansatz \( \tilde{P}_n = \sum_{k=0}^{n} a_k \tilde{P}^k \) and the defining condition \( \mathbb{E}[\tilde{P}_n] = P^n \). For example, one finds \( P_n = P(P(N_M - 1)/(N_M - 1)) \) with \( \mathbb{E}[\tilde{P}_n] = P^2 \). We use these unbiased estimators to simulate numerically an experiment with a finite number of measurements.

The average statistical error of an estimation of \( P^n \) using \( \tilde{P}_n \) is given by its standard error, \( \sigma[\tilde{P}_n] \). With the relation to the binomial distribution, one finds, for \( 1 \ll N_M \ll 1/P \approx N_A \),

\[
\sigma[\tilde{P}_n] = \sqrt{n} \left( \frac{P}{N_M} \right)^{3/2} \left[ 1 + O(\frac{1}{N_M}, P N_M) \right]. \tag{15}
\]

**Finite number of unitaries.** The estimation of \( P^n_{U_A \ell} = \text{Tr}[U_{A\ell} \rho A U_{A\ell}^\dagger P^n A] \) is performed for \( N_U \) different random unitaries \( U_{A\ell} \). The resulting estimates \( (P^n_{U_A \ell})_{\epsilon} \), each afflicted with an error of the order of \( \sigma[\tilde{P}_n] \), are subsequently averaged to obtain \( \langle P^n \rangle_{\epsilon} = 1/N_U \sum_{\ell=1}^{N_U} (P^n_{U_A \ell})_{\epsilon} \).

This is an approximation of the average \( \langle P^n \rangle \) of the exact probabilities over the entire CUE. Its average statistical error is in the limit \( N_U \gg 1 \) determined by the central limit theorem and given by

\[
\langle\langle P^n \rangle - \langle P^n \rangle\rangle \sim \frac{1}{\sqrt{N_U}} (\sigma[\tilde{P}_n] + C_n). \tag{16}
\]

It consists of two parts. The former, \( \sigma[\tilde{P}_n] \), has already been discussed and is caused by the finite number of measurements \( N_M \) per random unitary. The latter, \( C_n \), originates solely from the finite number of random unitaries. As noted also in Ref. [17] for the case \( n = 2 \), it is state dependent, \( C_n = C_n(\text{Tr}[\rho^n_A]) \), largest for pure states, and given by

\[
C_n = (\langle \text{Tr}[s^{(n)}] \rangle - \langle \text{Tr}[s]\rangle)^{1/2}
\times \frac{\text{Tr}[\rho^n_A]}{N_A} \left[ \left( \frac{n!}{n^2} - 1 \right)^{1/2} + O\left(\frac{1}{N_A}\right) \right]. \tag{17}
\]

As a function of \( \text{Tr}[\rho^n_A] \), \( C_n \) decreases polynomially. We discuss its influence on the total error of an estimation of \( \text{Tr}[\rho^n_A] \) in detail below [see also Fig. 6(c)].

**Total error.** Finally, an estimate \( (p_n)_{\epsilon} \) is calculated using a (nonlinear) function of all estimated \( \langle P^k \rangle_{\epsilon} \) with \( k \leq n \) (see Sec. II). Since their statistical errors [Eq. (16)] grow with \( k \), we can estimate the scaling of total statistical error of \( (p_n)_{\epsilon} \) from the error of the highest-order polynomial \( \langle P^n \rangle_{\epsilon} \).

To account for the fact that the statistical errors of lower-order polynomials are not independent, we introduce further adjustable prefactors.

We find that the numerical data (\( n = 2, 3, 4 \)) presented in Figs. 6(a) and 6(b) are well described by

\[
\langle p_n \rangle - p_n \sim \frac{1}{\sqrt{N_U N_A}} \left[ C_n + B_n \sum_{k=0}^{a_n/2} \left( \frac{N_A}{N_M} \right)^{-k} \right]. \tag{18}
\]

For \( n = 2, 3, 4 \), we find \( C_n \approx C_n/3(n-1)! \) and \( B_n \approx \sqrt{n!} \), which increases exponentially with \( n \). The additional global factor \( 1/\sqrt{N_A} \) in Eq. (18), compared to (16), originates from the fact that \( (p_n)_{\epsilon} \) is calculated for each possible outcome \( s \) separately and an average over all \( N_M = N_A \) outcomes has been taken.

**Influence of the chosen observable.** As estimates \( (p_n)_{\epsilon} \) can be inferred from random measurements of any observable (see Fig. 6).
Sec. II), we finally discuss the influence of the chosen observable $\mathcal{O}$ on the statistical error. We note that $(p_n)_s$ is calculated for each measurement outcome $s$ separately [see Eq. (8)]. Since in an experiment the probabilities $\Pr(s)$ are measured simultaneously for all possible measurement outcomes $s$, an average can be taken without further experimental effort. This reduces the error by approximately a factor $1/\sqrt{N_\mathcal{O}}$, where $N_\mathcal{O}$ is the number of measurement outcomes. Hence, observables with the maximal number of outcomes $N_\mathcal{O} = N_A$ are favorable. This is confirmed numerically, in Fig. 6(d), where the error of the purity inferred from random measurements of observables with various numbers of possible outcomes is shown. Varying $N_\mathcal{O}$ lead for the statistical error of the purity to a simple rescaling, \(|(p_2)_s - p_2| \sim \langle C_2^2 + B_2^\mathcal{O} \rangle / \sqrt{N_\mathcal{U} N_\mathcal{O}}\).

B. Imperfections

Our measurement scheme relies on the ability (i) to evolve coherently quantum systems, (ii) to reproduce this evolution with high fidelity (in order to access observables via projective measurements), and (iii) to perform these projective measurements with high fidelity. Thus one must carefully investigate the sensitivity to decoherence and imperfections (as familiar from atomic quantum simulation [12]). Below, we quantify these requirements and find that they are compatible with current AMO setups.

1. Decoherence

In Sec. III, we estimate the minimum time $T_{\text{tot}}$, which is required to generate approximate $n$-designs via random quenches. The goal of this section is to study the effect of decoherence, acting on the system during $T_{\text{tot}}$, focusing on the measurement of purities ($n = 2$).

We describe the time evolution of the subsystem $A$ density matrix via a Markovian master equation,

$$\dot{\rho}_A = (\mathcal{L}_D + \mathcal{L}_U)\rho_A,$$

where $\mathcal{L}_D$ is the Liouvillian corresponding to coupling to a Markovian bath and $\mathcal{L}_U$ corresponds to the unitary part of the evolution.

We now assume that the rate $\gamma$ associated with the decoherence processes is small compared to the frequency scales of the unitary evolution (i.e., the eigenvalues of $H_A^\mathcal{O}$) and use a Trotter approximation to describe the final state,

$$\rho_A^f = D U D \rho_A,$$

with the unitary operator $U(\rho) = U_A \rho U_A^\dagger$ and the Liouvillian evolution operator $D = e^{i\gamma T_{\text{tot}}/2}$. This approximation allows one to obtain the first-order corrections to $\rho_A^f$ in $\gamma T_{\text{tot}}$, with respect to the ideal unitary case $\gamma = 0$. From Eq. (20), we notice that decoherence mechanisms in this approximation affect the state of the system before and after the unitary $U_A$ is applied. Note that the first contribution, acting directly on $\rho_A$, implies that the error cannot be corrected without prior knowledge of the input state $\rho_A$.

For our numerical analysis, we consider the dephasing and fully depolarizing channels with Liouvillian operator [53]

$$D = \prod_{i=1}^L D_i,$$

$$D_i(\rho) = (1 - p)\rho + p \rho \sigma_i^z \rho \sigma_i^z \quad \text{(dephasing)},$$

$$D_i(\rho) = (1 - 3p)\rho + p \sum_{\alpha=\sigma_1,\sigma_2} \rho \sigma_i^\alpha \rho \sigma_i^\alpha \quad \text{(depolaring)},$$

with $p = \gamma T_{\text{tot}}/2$, where $\gamma$ is the decoherence rate. This decomposition in terms of Kraus operators is valid in first order in $p \ll 1$. We use a system of $L$ spins-1/2 and the pure state $\rho_A = |\psi_{\text{ME}}\rangle \langle \psi_{\text{ME}}|$, with $|\psi_{\text{ME}}\rangle = (|\uparrow\rangle^L + |\downarrow\rangle^L)\sqrt{2}$, which is fragile against both channels. We finally assume that the random quenches generate an exact 2-design and sample unitaries $U_A$ directly from the CUE. The relative error of the estimated purity is shown in Figs. 7(a) and 7(b). For the dephasing channel [Fig. 7(a)], we notice that the error scales linearly with the decoherence probability $p$ and the number of atoms $L$. It approximately corresponds to the total probability $2pL$ (shown as dashed lines) of having, in the quantum trajectory picture, a quantum jump. The same observation applies to the depolarizing channel, with total probability $6pL$ [Fig. 7(b)].

In summary, decoherence mechanisms lead to a linear scaling of errors with respect to the system size $L$ and the local probability of errors $p$. Given that for a system size $L$, the required time to create unitaries is $T_{\text{tot}} \sim L J^{-1}$, where $J$ here refers to the Hamiltonian time scale ($J \to t_F$ for the FH model), this translates to a condition for the decoherence rate $\gamma \ll J / L^2$, which can be satisfied in current AMO setups with moderate system sizes.

2. Limited reproducibility of generated unitaries

To estimate for a fixed random unitary $U_A$ the probability $\Pr(s)$ of an output $s$, a set of $N_M \gg 1$ projective measurements has to be performed on the same state, $\rho_A^f = U_A \rho_A U_A^\dagger$. Hence, for each measurement, the same random unitary $U_A$ has to be created, via the same random quench dynamics. Here, we discuss the influence of imperfect reproducibility of the random unitaries (i.e., the disorder patterns implementing random quenches) on statistical errors.

To be specific, we consider the quantum Ising model with $\alpha = z$ and $\alpha = 6$ (Rydberg atoms), and $\rho_A = |\uparrow \ldots \uparrow\rangle \langle \uparrow \ldots \uparrow|$ as the test state. To create a random unitary $U_A$, $\eta$ disorder patterns $\delta^\eta_i \ (i = 1, \ldots, L)$ are drawn from a normal distribution with standard deviation $\delta = \Omega = C_b/a^6$, where $a$ is the lattice spacing.

We now assume that for each of the $m = 1, \ldots, N_M$ projective measurements, these disorder patterns, and thus the random unitary $U_A$, are only imperfectly reproduced. To simulate this numerically, we add for each measurement additional disorder patterns $\delta^\eta_i$ to $H_A^\mathcal{O}$ drawn from a normal distribution with standard deviation $\delta p (p \ll 1)$. The resulting statistical error of the purity [shown in Fig. 7(c)] does not decrease as a function of the number of measurements $N_M$ towards $1 / \sqrt{N_\mathcal{U} N_A}$, but converges to a higher value set by the size of the error $p$. For $N_M = N_A$ measurements and $\eta = 2L$, we observe that the error increases approximately linearly with
FIG. 7. Imperfections of the measurement scheme. (a),(b) De-coherence effects in the measurement of Rényi entropies. Relative error of the estimated purity when applying the protocol for a set of \( L = 1, \ldots, 7 \) spins with jump probability \( p = 0.01, 0.02, 0.05 \), after the dissipative evolution given by Eqs. (20) and (21). For both dissipative channels, i.e., (a) dephasing and (b) depolarizing, the error scales linearly with the number of atoms \( L \) and the probability \( p \). (a) [(b)] The black dashed line represents the total jump probability \( 2Lp [6Lp] \). For each point represented, we consider one set of \( N_U = 500 \) random unitaries, drawn from the CUE. (c),(d) Error of the estimated purity with imperfectly reproduced disorder patterns (variation of order \( p \delta \) for each projective measurement) created by \( \eta = 2L \) quenches of time \( T = 1/J \) and disorder strength \( \delta = J \), as a function of (c) \( N_M \) for \( L = 6 \) and as a function of (d) \( L \) for \( N_M = N_A \). For both panels, we consider \( N_U = 100 \). (e),(f) Influence of finite detection fidelity \( F \) on the estimation of the purity, with uncorrected (red with dotted lines) and corrected (blue with dashed lines) estimators. Shown are (e) \( (p_2)_e \), a pure antiferromagnetic test state as a function of the number of spins \( L \) and (f) the error of the estimated purity as a function of the purity \( p_2 \) of the test state for \( L = 6 \) spins. In both panels, \( N_U = 100, N_M = N_A \).

3. Finite detection fidelity

In this section, we estimate the effect of a finite detection fidelity \( F \) on the estimation of Rényi entropies, and show that it can be taken into account in the protocol. We consider here a spin-1/2 system with \( L \) spins, where for each projective measurement the configuration of each spin can be associated with the wrong state with probability \( p = 1 - F \). Neglecting other imperfections, the estimated probability \((\Pr(s))_e\) is in the limit \( N_M \to \infty \) then given by

\[
(\Pr(s))_e = \Pr(s)(1 - p)^L + \sum_{s'} p^{d(s,s')} \Pr(s'),
\]

where we sum over all spin configurations (basis states) \( s \) and \( d(s,s') \) denotes the Hamming distance between the spin configurations \( s \) and \( s' \). Using that \( (\Pr(s)\Pr(s'))_e \approx (1 + \delta_{s,s'} p_2)/N_A^2 \) for \( N_A \gg 1 \) (see Sec. II), we find that the measured purity \( (p_2)_e = (1 - p)^L p_2 + O(p^2) \) (23)

underestimates its true value \( p_2 \) to leading order in \( p \) by a factor \( (1 - p)^2L \) which is independent of \( p_2 \). This implies that for a known detection fidelity \( F = 1 - p \), we can hence correct for this biased error by the simple substitution \( (p_2)_e \to (p_2)_e/(1 - p)^2L \).

These analytical findings are confirmed by the numerical results presented in Figs. 7(e) and 7(f). Using the standard estimation, we find that a finite detection fidelity leads to a (biased) error increasing with system size \( L \) (red lines), as predicted by Eq. (23). When using the corrected estimates (blue lines), we obtain an accurate determination of the purity within the statistical error threshold (Sec. IV), independently and without a priori knowledge of \( p_2 \). We note that this holds in particular for a finite number of measurements, \( N_M \).

V. CONNECTION TO MANY-BODY QUANTUM CHAOS

In Sec. III, we use the error of the estimated purity \( |(p_2)_e - p_2| \) of various states to test the convergence of random unitaries’ ensembles. In this section, we compare this quantity to other tools certifying random unitaries based on random matrix theory \([54]\) and quantum chaos \([37]\). We consider the inverse participation ratio (IPR) and the statistics of the eigenvalues (eigenphases) of the created unitary operators. In particular, we identify the transition from many-body localized (\( \eta = 1 \)) to chaotic (\( \eta \gg 1 \)) dynamics.

Given a unitary \( U_A \) with eigenstates \( |\phi_v\rangle \) and eigenvalues \( e^{i\theta_v} (v = 1, \ldots, N_A) \), the IPR of a state \( \rho_A \),

\[
\text{IPR}(\rho_A) = \sum_{v=1}^{N_A} \text{Tr}[\rho_A |\phi_v\rangle \langle \phi_v|]^2,
\]

is a measure for the spreading (delocalization) of \( \rho_A \) in the eigenbasis of \( U_A \). It is maximal for an eigenstate of \( U_A \), \( \text{IPR}(|\phi_v\rangle \langle \phi_v|) = 1 \) for \( v = 1, \ldots, N_A \), and minimal for a completely delocalized state \( |\psi\rangle = 1/\sqrt{N_A} \sum_v |\phi_v\rangle \), \( \text{IPR}(|\psi\rangle \langle \psi|) = 1/N_A \). In the following, we consider the ensemble-averaged IPR, \( \langle \text{IPR}(\rho_A) \rangle \). For unitary 2-designs, in particular thus for the CUE, one finds, using the results of Ref. \([55]\),

\[
\langle \text{IPR}(\rho_A) \rangle_{\text{CUE}} = \frac{2}{N_A + 1} \left[ \text{Tr}[\rho_A^2] + \sum_{v,\mu = 1, v > \mu}^{N_A} (\rho_A)_v(\rho_A)_\mu \right],
\]

where \( (\rho_A)_v (v = 1, \ldots, N_A) \) denote the eigenvalues of the density matrix \( \rho_A \).
FIG. 8. Comparison of different certification methods. We use \( N_q = 100 \) random unitaries \((N_M = \infty)\) created in a quantum Ising model with \( L = 6 \) spins using random quenches with disorder strength \( \delta = 0.25, 0.5, 1, 2, 4 \) [different markers and colors; for the legend, see (b)] and the pure test state \( |\psi_{AF}\rangle \), to investigate (a) the estimation purity, (b) the ensemble-averaged IPR, and (c) the mean value \( r \) of the phase spacing statistics \( P(r) \), as a function of the depth \( \eta \). (d) \( P(r) \) for two values \( \eta = 1, 6 \) of depth and disorder strength \( \delta/\Omega = 4 \). Solid lines are theoretical curves for Poisson [purple (dark gray)] and CUE [green (light gray)] statistics [32].

We now consider the phase spacing statistics of the eigenvalues of \( U \). To avoid the nontrivial unfolding of the spectrum [37], we consider the related distribution \( P(r) \) of consecutive phase gaps \( r \) [32] with

\[
r = \frac{\min(d_v,d_{v+1})}{\max(d_v,d_{v+1})} \in [0,1]
\]

with \( d_v = \theta_{v+1} - \theta_v \), (26)

which provides information about the characteristic phase repulsion of chaotic quantum systems [37]. Here, the phase gaps \( d_v \) are obtained by first ordering the phases \( \theta_v \in [-\pi,\pi] \) of the eigenvalues \( e^{i\theta_v} \), and then calculating the difference between consecutive phases. Mean values of \( r \) for different random matrix ensembles are \( \langle r \rangle_{\text{CUE}} \approx 0.53 \) for the CUE and \( \langle r \rangle_{\text{POI}} \approx 0.39 \) for Poisson distributed phases [32].

In Fig. 8, we compare the different measures, using random unitaries created with random quenches in a quantum Ising model with \( L = 6 \) spins, short-range interactions \( J = 6 (u = c) \), and various disorder strengths \( \delta \). Quench time and interactions are fixed, \( JT = 1, J = \Omega \). We use a pure antiferromagnetic test state \( |\psi_{AF}\rangle = |\uparrow \downarrow \ldots \uparrow \downarrow \rangle \). In Figs. 8(a)–8(c), we estimated the purity, the IPR of \( |\psi_{AF}\rangle \), and the average value of adjacent phase gaps, respectively, as a function of the number of quenches \( \eta \). For a wide range of disorder strengths, we find convergence to the respective values expected for the CUE, indicating the convergence of the created ensemble of random unitaries towards the CUE. An optimal speed of convergence is obtained for \( \delta \approx J \) for all cases.

For a single quench \( \eta = 1 \), we observe that the dynamics described by \( U_A = \exp(-iH_A^\dagger T) \) approach the many-body localized regime with increasing disorder \( \delta > J \): In Fig. 8(a), the estimation of the purity grows with \( \delta \), indicating that the state is less randomized (delocalized) in the entire Hilbert space. This is confirmed in Fig. 8(b) by an IPR growing with \( \delta \). Further, we find that \( \langle r \rangle \) approaches the Poisson value with growing \( \delta \), which represents a signature of many-body localization (see [32] and references therein). However, as shown in Fig. 8(d), we find that dynamics become chaotic with increasing number of quenches, even for strong disorder \( \delta/J = 4 \). For \( \eta = 1 \), we obtain Poissonian statistics, whereas for \( \eta = 6 \), we observe phase repulsion described by Wigner’s surmise [32].

In summary, we find that the estimation of the purity of known test states with our measurement protocol provides an experimentally implementable method to test created ensembles of random unitaries, which is consistent with other theoretical tools such as IPR and phase spacing statistics. Beyond the measurement of Rényi entropies, we emphasize that random quenches can be used as an experimental tool to study the (fast) transition from localized to ergodic dynamics and many-body quantum chaos.

VI. CONCLUSION

In summary, we have extended the analysis presented in Ref. [1] for the measurement of Rényi entropies in generic lattice models and discussed different strategies related to the creation of random unitaries via random quenches and the properties of convergence to approximate \( n \)-designs. Our work opens interesting possibilities for the experimental study of strongly correlated quantum matter in atomic systems.
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